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1
METHODS AND APPARATUS FOR
DETECTING AND FILTERING FORCED
TRAFFIC DATA FROM NETWORK DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/850,099, entitled “METHODS AND APPA-
RATUS FOR DETECTING AND FILTERING FORCED
TRAFFIC DATA FROM NETWORK DATA”, filed on Mar.
25, 2013, which claims priority to U.S. Provisional Patent
Application No. 61/697,505, entitled “Methods, Systems and
Media for Filtering Forced Traffic from Internet Data”, filed
on Sep. 6, 2012, both of which are incorporated herein by
reference in their entirety.

BACKGROUND

Some embodiments described herein relate generally to
filtering forced network traffic data from streams of network
user data (e.g., Internet data) substantially in real time.

Network service providers such as, for example, advertis-
ers or online markets use streams of network data to under-
stand user behavior, relying on the fact that the observed
actions represent the intentions of real network users. Often,
however, data assumed to be associated with an actual per-
son’s visit to a network location (e.g., a website) can be
produced by a programmatically-forced access, for example
via a cookie, not an action resulting from an actual person’s
decision to visit the particular network location. Known
methods have been developed to explicitly observe mecha-
nisms that produce non-intended user accesses or to monitor
network locations already known to have high rates of forced
access. These known methods are, however, unable to iden-
tify new network locations with high rates of forced access
that are being constantly produced. In addition, these meth-
ods are unable to identify network locations that monetize
network traffic by obtaining sources of forced network traffic.

Therefore, a need exists to overcome the shortcomings of
the known methods by filtering non-intentional actions and/
or events from streaming network data as the actions and/or
events get disseminated around a communication network.

SUMMARY

In some embodiments, a non-transitory processor-readable
medium stores code representing instructions to be executed
by a processor, the code comprising code to cause the pro-
cessor to filter data associated with an entity for a first pre-
defined time period in response to an access by the entity at a
first time to a preselected network location from a set of
preselected network locations. The set of preselected network
locations are associated with forced web traffic patterns. The
processor is also caused to filter data associated with the
entity for a second predefined time period in response to an
access by the entity at a second time to a preselected network
location from the set of preselected network locations during
the first predefined time period. The second time is after the
first time.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic block diagram of a computer system
in which filtering data associated with forced traffic can be
performed, according to an embodiment.
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FIG. 2 is a schematic illustration of a network traffic man-
agement platform, according to an embodiment.

FIGS. 3-5 are flowcharts of processes for providing filter-
ing of data associated with forced traffic, according to an
embodiment.

FIG. 6 is an illustration of a sample data filtering process
and timeline, according to an embodiment.

FIG. 7 is an illustration of rules used for data filtering,
according to an embodiment.

DETAILED DESCRIPTION

Known network traffic analysis systems observe various
actions over networks, collect data associated with those
actions, analyze the collected data, and provide analysis
results to a variety of applications such as, for example, bid
request analysis and selection from online real-time bidding
auctions, display advertising, etc. For example, in display
advertising, targeting models can be used to determine the
best individuals to receive advertisements for a given adver-
tising campaign. These targeting models are typically a func-
tion of a user’s past behavior or intentions. Forced visit data,
however, contaminates these targeting models because the
forced visit data does not reflect the user’s past intentions. By
filtering out the non-intentional, or forced, traffic data from
the data used to define the targeting models or used as input to
the targeting models, this contamination can be removed
from the data.

Methods and apparatus are described herein to provide
traffic data filtering within a communication network. In
some embodiments, a non-transitory processor-readable
medium stores code representing instructions to be executed
by a processor, the code comprising code to cause the pro-
cessor to filter data associated with an entity for a first pre-
defined time period in response to an access by the entity at a
first time to a preselected network location from a set of
preselected network locations. The set of preselected network
locations are associated with forced web traffic patterns. The
processor is also caused to filter data associated with the
entity for a second predefined time period in response to an
access by the entity at a second time to a preselected network
location from the set of preselected network locations during
the first predefined time period. The second time is after the
first time.

Insome embodiments, a non-transitory processor-readable
medium stores code representing instructions to be executed
by a processor, the code comprising code to cause the pro-
cessor to receive a first data associated with an access by an
entity to a preselected network location from a set of prese-
lected network locations. The set of preselected network loca-
tions is associated with forced web traffic patterns. The pro-
cessor is also caused to send a first signal to filter data
associated with the entity for a first predefined time period
based, at least in part, on the first data. The processor is also
caused to receive a second data associated with an access by
the entity to a network location (e.g., a website location)
during the first predefined time period. The processor is fur-
ther caused to send a second signal to modify filtering of data
associated with the entity based, at least in part, on the second
data.

Insome embodiments, a non-transitory processor-readable
medium stores code representing instructions to be executed
by a processor, the code comprising code to cause the pro-
cessor to, for each preselected network location from a set of
preselected network locations, receive data associated with
an access to that preselected network location by an entity,
during a first predefined time period. The processor is also
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caused to define a model of behavior for the entity based, at
least in part, on the data. The processor is further caused to
send a signal to filter data associated with the entity for a
second predefined time period based, at least in part, on the
model of behavior of the entity.

Web traffic can be analyzed by capturing the traffic statis-
tics found in the web server log file, an automatically gener-
ated list of all pages served. Web traffic typically measures the
popularity of both websites and individual pages or sections
within a website. As used herein, “forced network traffic”
includes non-intentional visits to websites that tend to inflate
traffic counts for a given network location. Forced network
traffic can be caused by spyware, virus, or other malicious
code. Forced network traffic typically directs a user’s browser
to visit websites, perform calls on advertisement servers,
simulate clicks on advertisements, or bid on products, with-
out the knowledge or deliberate action of the user.

Asused herein, “user” can be a person, a module, a device,
or an application. In some of the embodiments discussed, a
user is referred to as a person using the user device via one or
more user interfaces. Additionally/alternatively, a user can be
a device, a module of a device, or an application such as, for
example, a malware, a virus, a bidding application, an adver-
tisement engine, etc., that can cause network traffic that can
be managed by the described methods and apparatus.

As used herein, the singular forms “a,” “an” and “the”
include plural referents unless the context clearly dictates
otherwise. Thus, for example, the term “an “entity” is
intended to mean a single entity or multiple entities (e.g.,
entities with similar access history or similar models of
behavior, etc.).

FIG. 1 is a schematic block diagram of a computer system
in which filtering forced traffic data can be performed,
according to an embodiment. The computer network system
100 includes at least one user device 101, a network traffic
management platform 103, a communication network 105,
and at least one service provider device(s) 109, which can be
operatively coupled to one or more user devices 101 or other
service provider device(s) 109 via the communication net-
work 105. Note that the network traffic management platform
103 or some of its components can be embedded within the
service provider device(s) 109, or be external to the service
provider device(s) 109, and operatively coupled to one or
more user devices 101 or one or more service provider
device(s) 109 via the communication network 105. Any of the
devices or platforms of the computer network system 100 can
be equipped with local memory/storage spaces (not shown in
FIG. 1). Furthermore, the devices and platforms of the system
100 can have access to centralized or distributed memory/
storage spaces (not shown in FIG. 1) through the communi-
cation network 105. Additionally, a user device 101, a net-
work traffic management platform 103, and a service provider
device(s) 109 each can include one or more processors, per-
forming processes associated with the services provided to
the user devices 101 (each not shown in FIG. 1). Thus, FIG. 1
is merely an example illustrating the types of devices and
platforms that can be included within a computer network
system 100.

Communication network 105 can for example be any com-
munication network, such as the Internet, configurable to
allow the user device 101, the network traffic management
platform 103, and the service provider device(s) 109 to com-
municate with communication network 105 and/or to each
other through communication network 105. Communication
network 105 can be any network or combination of networks
capable of transmitting information (e.g., data and/or signals)
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and can include, for example, a telephone network, an Ether-
net network, a fiber-optic network, a wireless network, and/or
a cellular network.

In some instances, communication network 105 can
include multiple networks operatively coupled to one another
by, for example, network bridges, routers, switches and/or
gateways. For example, the user device 101 can be opera-
tively coupled to a cellular network; the service provider
device(s) 109 and/or the network traffic management plat-
form 103 can be operatively coupled to a fiber-optic network.
The cellular network and fiber-optic network can each be
operatively coupled to one another via one or more network
bridges, routers, switches, and/or gateways such that the cel-
Iular network and the fiber-optic network are operatively
coupled to collectively form a communication network.
Alternatively, the cellular network and the fiber-optic net-
work can each be operatively coupled to one another via one
or more additional networks. For example, the cellular net-
work and the fiber-optic network can each be operatively
coupled to the Internet such that the cellular network, the
fiber-optic network and the Internet are operatively coupled
to form a communication network.

As illustrated in FIG. 1, the user device 101 is operatively
coupled to communication network 105 via network connec-
tion(s) 111; service provider device(s) 109 is operatively
coupled to communication network 105 via network connec-
tion(s) 113; and the network traffic management platform 103
is operatively coupled to communication network 105 via
network connection(s) 115. Network connections 111, 113,
and 115 can be any appropriate network connection for opera-
tively coupling user device 101, service provider device(s)
109, and the network traffic management platform 103.

A network connection 111, 113, and 115 can be a wireless
network connection such as, for example, a wireless fidelity
(“Wi-Fi”) or wireless local area network (“WLAN") connec-
tion, a wireless wide area network (“WWAN”) connection,
and/or a cellular connection. A network connection 111, 113,
and 115 can be a wired connection such as, for example, an
Ethernet connection, a digital subscription line (“DSL”) con-
nection, a broadband coaxial connection, and/or a fiber-optic
connection.

As mentioned above, in some instances, a computer net-
work system 100 can include more than one user device 101,
more than one network traffic management platform 103, and
more than one service provider device(s) 109. A user device
101, a network traffic management platform 103, and/or a
service provider device(s) 109, can be operatively coupled to
the communication network 105 by heterogeneous network
connections. For example, a first user device 101 can be
operatively coupled to the communication network 105 by a
WWAN network connection, another user device 101 can be
operatively coupled to the communication network 105 by a
DSL network connection, and a network traffic management
platform 103 can be operatively coupled to the communica-
tion network 105 by a fiber-optic network connection. The
service provider device(s) 109 can be, for example, a web
server configured to provide various applications to elec-
tronic devices, such as user device 101.

The user device 101 can be any of a variety of electronic
devices that can be operatively coupled to communication
network 105. A user device 101 can be for example a personal
computer, a tablet computer, a personal digital assistant
(PDA), a cellular telephone, a TV, a portable/mobile Internet
device and/or some other electronic communication device.
The user device 101 can include a web browser configured to
access a webpage or website hosted on or accessible via the
service provider device(s) 109 over communication network
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105. A service provider 109 can be a server provided by an
organization that provides access to the Internet. A service
provider 109 can be organized in various categories such as,
for example, commercial, community owned, non-profit, pri-
vately-owned, etc. The user device 101 can be configured to
support, for example, HyperText Markup Language (HTML)
using JavaScript. The user device 101 can include a web
browser such as, for example, Firefox®, Safari®, Dolphin®,
Opera® and Chrome®. An Internet page or website can be
accessed by a user of a web browser at a user device 101 by
providing the web browser with a reference such as a uniform
resource locator (URL), for example, of a webpage. For
example, a user of a user device 101 can access a service
provider device(s) 109 via a URL designated for the service
provider device(s) 109. In some instances, user device 101
can include specialized software for accessing a web server
other than a browser, such as, for example, a specialized
network-enabled application or program. In some instances,
portions of a website accessible via a web server can be
located in a local or remote memory space/data store acces-
sible to the web server. The portions of the website can be
stored in the memory/data store in a database, a data ware-
house, a file, etc. A user device 101 can also include a display,
monitor or user interface (not shown in FIG. 1), a keyboard,
various communication or input/output (I/O) ports (e.g., a
USB port), and other user interface features, such as, for
example, digital pens, mice, touch screen controls, audio
components, and/or video components (each not shown). A
user device 101 can be operatively coupled to communication
network 105 via a user interface and a network connection
111.

FIG. 2 is a schematic illustration of a network traffic man-
agement platform, according to an embodiment. Network
traffic management platform 200 can be similar to the net-
work traffic management platform 103 of FIG. 1. As shown in
FIG. 2, a network traffic management platform 200 can
include a data collection module 201, a data analysis module
203, a filtering module 205, a modeling module 207 and a
data store 209. The data store 209 can include a repository of
preselected network locations 211, a repository of traffic pat-
terns 213, a repository of models of behavior 215, as well as
any data used and/or stored by the components of the network
traffic management platform 200. Furthermore, the network
traffic management platform 200 can communicate with
other components of a computer network system (e.g., com-
puter network system 100 of FIG. 1) via input signals 217 and
output signals 219.

In various instances, the network traffic management plat-
form 200 and its components can be located anywhere within
a communication network system 100 such as that shown in
FIG. 1 including, but not limited to, within the service pro-
vider device(s) 109, or in separate network locations within
the communication network system 100 of FIG. 1.

As used herein, a module can be, for example, any assem-
bly and/or set of operatively-coupled electrical components,
and can include, for example, a memory, a processor, electri-
cal traces, optical connectors, software (executing or to be
executed in hardware) and/or the like. Furthermore, a module
can be capable of performing one or more specific functions
associated with the module, as discussed further below.

The network traffic management platform 200 can provide
traffic management for service provider device(s) 109. In
some embodiments, the network traffic management plat-
form 200 can receive a request from a service provider device
109 of FIG. 1 for traffic analysis related to services provided
by the service provider device 109. In such embodiments, the
data collection module 201 can collect data associated with
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network users (e.g., received via input signal 217) including
network locations from which the users access the network
(e.g., via a user device 101), or network locations associated
with the service provided by the service provider device 109,
that the user of a user device 101 attempts to access. For
example, the data can include data associated with network
locations for the Internet webpages accessed by the user via
user device 101. The users can be identified by various meth-
ods such as, for example, cookies; the network locations the
user devices 101 visit can be recorded, for example, whenever
a web bug activates (e.g., a web beacon, a pixel tag) on a
website that is visited by one of the cookies. Note that
although some embodiments described herein can identify
user devices 101 by cookies, this is merely illustrative. Users
(user devices 101) can be identified using various approaches.
Note also that suitable approaches other than monitoring web
bug activations can be used for recording user device 101
access to network locations. For example, the network traffic
management platform 200 can use a combination of non-
personally identifying information to identify users and can
monitor online activity of the users via user devices 101.

The web stream data associated with users’ behavior in
accessing a network(s) or portions of a network(s) via user
devices 101 are typically interpreted as a representative of the
intentions of actual human users. Such data, however, can
often be produced by a programmatically-forced entity (e.g.,
a cookie) and not a result of an actual human user deciding to
visit a particular network location.

Known methods have been developed that explicitly
observe mechanisms that produce non-intended users. These
methods distinguish websites with high volumes of non-in-
tended traffic from websites that have low or no non-intended
traffic. Other known methods use co-visitation behavior of
various users (e.g., users frequently visit some network loca-
tions) to identify network locations with high rates of forced
visitation. These known methods, however, fail to identify
and filter data associated with high non-intended traffic for
network locations.

In some instances, the network traffic management plat-
form 200 uses a list of preselected network locations to iden-
tify non-intended traffic associated with the preselected net-
work locations and characteristics of such non-intended
traffic including, for example, the network users initiating
such traffic. The network traffic management platform 200
can then filter data associated with the identified non-in-
tended traffic and/or the initiating users from network traffic.
The list of preselected network locations can include websites
with a history of non-intended traffic, websites associated
with suspicious entities (e.g., persons, associations, compa-
nies, etc.), etc. The list of preselected network locations can
also include service provider devices 109 with a history of
association with non-intended traffic such as, for example,
service provider devices 109 that have provided and main-
tained websites with non-intended traffic in the past. In some
embodiments, adding a service provider device 109 to the list
of preselected network locations can automatically add web-
sites associated with that service provider device to the list.

In some instances, the data analysis module 203 uses a list
of preselected network locations list 211 in data store 209
against which to compare data collected by data collection
module 201. The preselected network locations list 211 can
include network locations that have a history of high rates of
forced traffic. In some instances, the data analysis module 203
can analyze traffic data for various network locations to rec-
ognize traffic patterns for those network locations or associ-
ated with various user devices 101. The data analysis module
203 can store the analysis results including the recognized
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traffic patterns in traffic patterns store 213. The filtering mod-
ule 205 can use the analysis results produced by the data
analysis module 203, the preselected network locations list
211 and the traffic patterns store 213 to filter data associated
with forced network traffic as it gets disseminated around the
network (e.g., the Internet). By doing so, the filtering module
205 filters non-intentional actions/events from streaming net-
work data. For example, the filtering module 205 can filter
data associated with cookies or from user devices 101, in
response to such data being sent from one website to another
website in a non-natural pattern of network browsing. Note
that traffic associated with some cookies can be sent back and
forth between websites at rates that cannot be explained by a
human’s natural web browsing behavior. Accordingly, the
data representing the traffic associated with such cookies and
non-human access can be identified as data associated with
non-intended traffic.

In some embodiments, the modeling module 207 produces
various models of behavior using the data collected by the
data collection module 201 and analysis results provided by
the data analysis module 203. The modeling module 207 can
store the derived models of behavior in the models of behav-
ior store 215. Examples of models of behavior are disclosed in
the U.S. Provisional Patent Application No. 61/697,482,
entitled “Methods, Systems and Media for Detecting Non-
intended Traffic using Co-visitation Networks”, filed on Sep.
6, 2012, which is incorporated herein by reference in its
entirety.

Note that various behaviors or behavioral patterns histori-
cally tend to happen at particular network locations (e.g.,
websites) and for certain users/user devices 101. The number
of new websites that exhibit a behavior can grow and the
source of the associated traffic can sometimes be from the
same known websites. Accordingly, the filtering module 205
can use the data associated with users accessing preselected
network locations from the preselected network locations list
211 via a user device 101 and filter data representing the
actions associated with those users and/or user devices 101
for a certain period of time after a known suspicious action
such as, for example, accessing a preselected network loca-
tion from the preselected network locations list 211.

In some embodiments, the network traffic management
platform 200 can provide filtering of data associated with
network traffic to service provider device(s) 109 such that, for
example, the filtering reveals intentional, user-driven access
to services provided by the service provider device 109 and
blocks data associated with non-intentional programmed
accesses. The network traffic management platform 200 can
also provide data analysis results produced by the data analy-
sis module 203, and/or models of behavior produced by the
modeling modules 207 to the service provider device 109 via
an output signal 219.

FIGS. 3-5 are flowcharts of processes for providing filter-
ing of data related to forced traffic, according to an embodi-
ment. FIG. 3 shows a flowchart 300 for filtering data based on
user access to preselected network locations for certain peri-
ods of time, according to an embodiment. At 301, a list of
preselected network locations associated with forced web
traffic patterns is determined (for example, by the network
traffic management platform 200 of FIG. 2). The list (or
portions of the list) can be received from user devices 101,
service provider device(s) 109, etc., across the communica-
tion network 105. The list is stored in a memory or storage
location such as, for example, the preselected network loca-
tions list 211 of data store 209. Additionally, the preselected
network locations list 211 can be updated by adding new
network location indicators for websites that produce forced
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traffic or by removing the network location indicators for
websites that do not produce forced traffic behavior for cer-
tain periods of time. The updates may be identified based on
the data analysis results provided by a data analysis compo-
nent (e.g., the data analysis module 203).

At 303, data associated with access by an entity to a pre-
selected network location from a preselected network loca-
tions list at a first time T1 is received, for example, from a
service provider device 109 via input signal 217. The entity
can be a user device 101; a user using a user device 101
identified by at least a user ID, a programmed entity disguised
as a user (e.g., a spyware or a virus), etc. The data collection
module 201 can store the received data in data store 209.

At 305, the data associated with the entity is filtered for
example by a filtering module 205, for a first predefined time
period P1 in response to the access by the entity to a prese-
lected network location from the preselected network loca-
tions list 211. The data associated with an entity can be any
traffic data such as a visit to a website location, a bid request
in an online real-time bidding auction, etc. Furthermore, the
time T1 and/or time period P1 can be predefined for example
by the data analysis module 203 or can be predefined during
network configuration and stored in data store 209. Addition-
ally, the time T1 and/or the time period P1 can be modified
based on data analysis results, based on models of behavior
for example provided by the modeling module 207, or based
on various factors associated with the network such as net-
work type, network configuration, types of services provided
by the service provider device(s) 109, etc.

At step 307, data associated with access by the entity at a
second time T2 (T2>T1) to a preselected network location
from the preselected network locations list 211 during the first
predefined time period P1 is received. For example, the data
collection module 201 can monitor accesses by the entity
during the time period P1. For example, if an access by the
entity to a preselected network location takes place at time T2,
at 309, the filtering module 205 can filter data associated with
the entity for a second predefined time period P2 in response
to the access by the entity at time T2. The time T2 and/or the
time period P2 can be modified based on data analysis results,
for example, by the data analysis module 203, based on mod-
els of behavior, for example, provided by the modeling mod-
ule 207, or based on various factors associated with the net-
work such as network type, network configuration, types of
services provided by the service provider device(s) 109, etc.
In some exemplary cases, the filtering module 205 can use a
counter for measurement of time periods P1 and P2. In such
cases, the filtering module 205 can reset the counter at time T2
when receiving data associated with an access by an entity to
a preselected network location from preselected network
locations list 211.

In some exemplary embodiments, the filtering module 205
can activate a counter to count the number of accesses by an
entity to a preselected network location from the preselected
network locations list 211 during a time period P1. The fil-
tering module 205 can perform filtering of the data associated
with the entity based on the counted number. In such embodi-
ments, when the filter module 205 filters data associated with
the entity for a second predefined time period P2, the filtering
module 205 can send a signal to stop the counter of the
number of accesses by the entity to a preselected network
location from the preselected network locations list 211. The
counter can then count the number of accesses by the entity to
a preselected network location from the preselected network
locations list 211 during the time period P2 and the filtering
module 205 can perform filtering of the data associated with
the entity based on the counted number.
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For example, the network traffic management platform 200
can receive data associated with new forced web traffic pat-
terns from the communication network 105, or from the ser-
vice provide device(s) 109. Additionally/alternatively, data
associated with new forced web traffic patterns can be
derived, for example, from the data collected by the data
collection module 201 by the data analysis module 203 or by
the modeling module 207. In such embodiments, the filtering
module 205 modifies filtering of data associated with the user
device 105 or a user in response to receiving the data associ-
ated with the new forced web traffic pattern. The modification
may include unfiltering of the data, or modifying any of the
time periods P1 or P2.

In some instances, the entity attempting to access a prese-
lected network location from the preselected network loca-
tions list 211 can be associated with a spyware or a virus. In
such instances, the filtering module 205 can filter data asso-
ciated with the entity as non-intentional traffic based on the
access by the entity to a preselected network location from the
preselected network locations list 211, based on traffic pat-
terns in the traffic patterns 213, based on data analysis results
provided by the data analysis module 203, based on models of
behavior 215, based on models of behavior produced by the
modeling module 207, or a combination thereof.

In some instances, the traffic pattern representations stored
at the traffic patterns 213 can include representations of
forced traffic patterns. A forced traffic pattern can represent
short periods of burst of forced web traffic or long periods of
continuous forced traffic. In such instances, the filtering mod-
ule 205 can modity filtering of data associated with an entity
based on periods of duration of the forced web traffics.

FIG. 4 shows a flowchart 400 for filtering data and the
modification of filtering based on user access to preselected
network locations for certain periods of time, according to an
embodiment. At 401, a first data associated with an access by
an entity to a preselected network location from preselected
network locations list 211 is received, for example by the
network traffic management platform 200. The entity can be
auser device 101; a user using a user device 101 identified by
at least a user ID, a programmed entity disguised as a user
(e.g., a spyware or a virus), etc. The data can be stored, for
example by the data collection module 201, in a data storage
location such as the data store 209. Each preselected network
location from the preselected network locations list 211 is
associated with or is subject to forced web traffic patterns.
The list (or portions of the list) can be received from user
devices 101, service provider device(s) 109, etc. across the
communication network 105, for example, by the network
traffic management platform 200 via input signals 217. The
network traffic management platform 200 can store the list in
the preselected network locations list 211 on data store 209.
Additionally, the preselected network locations list 211 can
be updated, for example by the network traffic management
platform 200, by adding new location indicators for websites
that produce forced traffic or by removing the location indi-
cators for websites that do not produce forced traffic behavior
for certain periods of time. The updates may be identified
based on the data analysis results provided by the data analy-
sis module 203.

At 403, a first signal is sent, for example by the filtering
module 205, to filter data associated with the entity for a first
predefined time period S1 based, at least in part, on the first
data. The data associated with an entity can be any traffic data
such as a visit to a website location, a bid request in an online
real-time bidding auction, etc. The time period S1 can be
predefined, for example by the data analysis module 203, or
can be predefined during network configuration and stored in
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data store 209. Additionally, the time period S1 can be modi-
fied based on data analysis results, for example by the data
analysis module 203, based on models of behavior, for
example provided by the modeling module 207, or based on
various factors associated with the network such as network
type, network configuration, types of services provided by the
service provider device(s) 109, etc.

At step 405, a second data associated with an access by the
entity to a website location during the first predefined time
period S1 is received, for example by the data collection
module 201. Note that the access by the entity to a website
location during the first predefined time period S1 canbeto a
preselected network location from the preselected network
locations list 211, or to any other website location. Further-
more, the second data can include data associated with a
pattern of behavior of the entity.

At 407, a second signal is sent, for example by the filtering
module 205, to modity filtering of data associated with the
entity based on the second data. The modification of the
filtering can depend, for example, on whether the second data
is associated with an access by the entity to a preselected
network location or to a non-preselected network location. In
some instances, the second signal sent to modify filtering can
stop filtering of data associated with the entity, if the second
data indicates no access to a preselected network location
from the preselected network locations list 211 during the first
predefined time period S1. In other instances, the second
signal sent to modify filtering can filter data associated with
the entity for a second predefined time period S2, if the second
data indicates at least one access to a preselected network
location from the preselected network locations list 211 dur-
ing the first predefined time period S1. The end time of the
second predefined time period S2 is after the end time of the
first predefined time period S1. Thus, an access to a prese-
lected network location from the preselected network loca-
tions list 211 during the first predefined time period S1, can
cause filtering of the data associated with the entity for an
extended period of time. The length of the time period S2 can
be equal, shorter, or longer than the length of the first time
period S1. For example, the length of the time period S2 can
depend, at least, on analysis results provided by the data
analysis module 203 by analyzing the first and the second
data.

In some instances, the second signal sent to modify filter-
ing can stop or reset a counter that measures time periods S1
and S2. In such cases, a signal can be sent to reset the counter
when receiving the second data associated with an access by
the entity to a preselected network location from the prese-
lected network locations list 211. The filtering module 205
can also send a signal to stop the counter when receiving the
second data indicating no access by the entity to a preselected
network location from the preselected network locations list
211.

In some instances, if the second data indicates no access by
the entity to a preselected network location from the prese-
lected network locations list 211 during the first predefined
time period S1, a first counter can be activated, for example by
the filtering module 205, to count a number of accesses by the
entity to preselected network locations from the preselected
network locations list 211 during a time period S2. Similarly,
a second counter can be activated to count a number of
accesses by the entity to non-preselected network locations
during the time period S1. Subsequently, data associated with
the entity can be filtered based on the counted numbers by the
first or the second counters. In such instances, when the data
associated with the entity is filtered for a second predefined
time period S2, a signal can be sent to stop the first counter
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and/or the second counter. The first counter and the second
counter can then count the number of accesses by the entity to
preselected network locations from the preselected network
locations list 211 and the number of accesses by the entity to
non-preselected network locations during the time period S2,
respectively. The filtering of the data associated with the
entity can then be modified based on the counted numbers by
the first counter and the second counter.

In some instances, if the second data indicates no access to
a preselected network location from the preselected network
locations list 211 during the first predefined time period S1, a
signal can be sent to start or restart the first counter for the
number of accesses by the entity to a preselected network
location from the preselected network locations list 211.

In some instances, the forced web traffic patters associated
with the preselected network locations list 211 can include at
least one temporary period of forced web traffic. In such
instances the second signal sent, for example by the filtering
module 205, to modity filtering can include code to filter data
associated with the entity during the at least one temporary
period of forced web traffic.

FIG. 5 shows a flowchart 500 for filtering data based on a
model of behavior, according to an embodiment. At 501, for
each preselected network location from a preselected net-
work locations list 211, data associated with an access to that
preselected network location by an entity is received, for
example by the modeling module 207, during a first pre-
defined time period Ul. The data can be received, for
example, from other modules of the network traffic manage-
ment platform 200, directly from an input signal 217, or from
the data store 209.

At503, amodel of behavior is defined for the entity based,
at least in part, on the received data. Additionally, other data
collected by the data collection module 201, analysis results,
for example from the data analysis module 203, traffic pat-
terns from the traffic patterns 213, etc. can be used in defining
the model of behavior. The defined models can be stored in
models of behavior store 215 on data store 209. Furthermore,
various methods can be used for behavior modeling such as,
for example, machine learning methods, pattern recognition
methods, etc.

At 505, a signal is sent to filter data associated with the
entity for a second predefined time period U2 based, at least
in part, on the defined and stored model of behavior of the
entity. In the example of flowchart 500, the filtering of data,
for example, by the filtering module 205 is based on models
of behavior. In various instances, however, the data can be
filtered based on a combination of models of behavior and
access to preselected network locations from the preselected
network locations list 211 as previously described with
regards to FIGS. 3 and 4.

In some instances, a signal can be sent to stop filtering of
the data associated with an entity based, at least in part, on the
model of behavior of the entity. In some instances, the code to
filter data includes code to filter data based on simultaneous
multiple accesses to a preselected network location from the
preselected network locations list 211 by a set of entities.

In some instances, data associated with an access to a
non-preselected network location by the entity, during the
first predefined time period U1, is received. In such instances,
the model of behavior for the entity is defined based, at least
in part, on the data associated with the access to the non-
preselected network location by the entity. The model of
behavior of an entity can include behavior of the entity while
accessing various locations including preselected network
locations, non-preselected network locations, etc. The model
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of'behavior for an entity can also be defined based on types of
the websites accessed by the entity, access times, access
dates, access durations, etc.

In some instances, a forced web traffic pattern is defined
based, at least in part, on the model of behavior of one or more
entities. In such instances, the signal to filter data associated
with an entity can be sent based on the defined forced web
traffic patterns. The defined forced web traffic patterns can be
stored in a storage location such as, for example, the traffic
patterns 213 of the data store 209.

In some instances, the signal to filter data associated with
an entity can be sent based on forced web traffic patterns
previously defined and stored, for example in the traffic pat-
terns 213. The forced web traffic patterns can be defined
based, atleast in part, on an analysis of the models of behavior
of multiple entities.

FIG. 6 is an illustration of a sample data filtering process
and timeline, according to an embodiment. The visited loca-
tions lists 601a and 6015 of FIG. 6 are lists of network
locations (e.g., websites) accessed by a user device in two
different scenarios. For example, a network traffic manage-
ment platform (such as network traffic management platform
200 of FIG. 2) identifies a list of suspicious website locations
to use as preselected network locations (e.g., preselected net-
work locations list 211 of FIG. 2). The preselected network
locations list is a list of network locations that are known to
exhibit forced patterns of traffic.

In the first example shown in FIG. 6, with visited locations
list 601aq, first data indicating that a user device has accessed
a predefined (e.g., suspicious) location 603c¢ is received at
time stamp 609 during the user timeline 611. For example, the
first data can be received by a data collection module such as
data collection module 201. A filtering module (e.g., filtering
module 205) can filters data associated with the user device
for apredefined time period 607 after the initial observation at
time stamp 609. In this instance, the user device accesses
non-preselected network locations 6034 and 603e during the
data filtering time period 607; no access, however, to a pre-
selected network location by the user device is observed
during the data filtering time period 607. Therefore, at the end
of the data filtering time period 607, at time stamp 613, the
filtering of data associated with the user device is stopped.
Thus, when the user device accesses non-preselected 603/
and 603g, after the time stamp 613, data associated with the
user device is not filtered.

In the second example shown in FIG. 6, with visited loca-
tions list 6015, similarly, a first data indicating that a user
device has accessed a predefined (e.g., suspicious) location
605¢ is received at time stamp 609 during the user timeline
611. For example, the first data can be received by a data
collection module such as data collection module 201. A
filtering module (e.g., filtering module 205) can filter data
associated with the user device for a predefined time period
617 after the initial observation at time stamp 609. The user
device accesses a non-preselected network location 6054 dur-
ing the data filtering period 617.

Subsequently, a second data indicating that the user device
has accessed a preselected network location 605¢ is received
attime stamp 615 during the predefined time period 617 (time
stamp 615 is before the time stamp 613 when the data filtering
period 617 ends). For example, the second data can be
received by a data collection module such as data collection
module 201. After receiving the second data, a filtering mod-
ule (e.g., the filtering module 205) resets the filtering timer
and restarts the filtering of data associated with the user
device from time stamp 615 for a new predefined time period
619. The time period 619 can be equal, longer or shorter than
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the time period 617. In various instances, if access to prese-
lected network locations is observed during the time period
619, the timer reset by the filtering module is repeated and the
data filtering period is restarted. In this example, after access-
ing the preselected network location 605e, the user device
accesses non-preselected network locations 605/ and 605g.
These accesses, however, do not affect the data filtering
period and the filtering time period 619 ends at time stamp
621.

FIG. 7 is an illustration of rules used for traffic data filter-
ing, according to an embodiment. FIG. 7 highlights the rules
associated with the data filtering process that can be per-
formed, for example, by the filtering module 205 of FIG. 2.

If rule 701 is satisfied, data associated with an entity indi-
cates the entity accessed a preselected (suspicious) network
location (705) and if rule 703 is not satisfied, data associated
with the entity is not filtered (709); then the action 715 is
taken and data associated with the entity is filtered. Similarly,
if data associated with an entity is not filtered (709) and the
entity has not accessed a preselected (suspicious) network
location (711); then the action 719 is taken and data associ-
ated with the entity is not filtered.

If rule 701 is not satisfied, data associated with the entity
does not indicate the entity accesses a preselected (suspi-
cious) network location (711) and if rule 703 is satisfied, data
associated with the entity is filtered (707); then the action 717
is taken and the filter is not reset. Thus, after the predefined
data filtering period expires, data associated with the entity is
unfiltered. Similarly, if data associated with the entity is fil-
tered (707) and data associated with the entity indicates the
entity accessed a preselected (suspicious) network location
during the data filtering period (705), then the action 713 is
taken and the filtering timer of data associated with the entity
is reset and filtering of the data associated with the entity is
restarted.

In some instances, a network location has forced traffic, at
some times and has intended traffic at other times. In such
instances, the network locations with temporarily suspicious
behavior can be temporarily added to the preselected network
locations list such that data associated with the access to those
locations by a user device is filtered by the filtering module
during the forced traffic periods and not filtered during other
time periods without forced traffic. In some instances, the
network traffic management platform filters data that is used
to define targeted models by a modeling module. For
example, the modeling module can disregard data associated
with accesses to network locations by entities that are cur-
rently filtered.

It is intended that the methods and apparatus described
herein can be performed by software (executed on hardware),
hardware, or a combination thereof. Hardware modules may
include, for example, a general-purpose processor, a field
programmable gate array (FPGA), and/or an application spe-
cific integrated circuit (ASIC). Software modules (executed
on hardware) can be expressed in a variety of software lan-
guages (e.g., computer code), including C, C++, Java™,
Ruby, Visual Basic™, and other object-oriented, procedural,
or other programming language and development tools.
Examples of computer code include, but are not limited to,
micro-code or micro-instructions, machine instructions, such
as produced by a compiler, code used to produce a web
service, and files containing higher-level instructions that are
executed by a computer using an interpreter. Additional
examples of computer code include, but are not limited to,
control signals, encrypted code, and compressed code.

Some embodiments described herein relate to a computer
storage product with a non-transitory computer-readable
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medium (also can be referred to as a non-transitory processor-
readable medium) having instructions or computer code
thereon for performing various computer-implemented
operations. The computer-readable medium (or processor-
readable medium) is non-transitory in the sense that it does
not include transitory propagating signals per se (e.g., a
propagating electromagnetic wave carrying information on a
transmission medium such as space or a cable). The media
and computer code (also can be referred to as code) may be
those designed and constructed for the specific purpose or
purposes. Examples of non-transitory computer-readable
media include, but are not limited to, magnetic storage media
such as hard disks, floppy disks, and magnetic tape; optical
storage media such as Compact Disc/Digital Video Discs
(CD/DVDs), Compact Disc-Read Only Memories (CD-
ROMs), and holographic devices; magneto-optical storage
media such as optical disks; carrier wave signal processing
modules; and hardware devices that are specially configured
to store and execute program code, such as Application-Spe-
cific Integrated Circuits (ASICs), Programmable Logic
Devices (PLDs), Read-Only Memory (ROM) and Random-
Access Memory (RAM) devices.

While various embodiments have been described above, it
should be understood that they have been presented by way of
example only, and not limitation. Where methods and steps
described above indicate certain events occurring in certain
order, the ordering of certain steps may be modified. Addi-
tionally, certain of the steps may be performed concurrently
in a parallel process when possible, as well as performed
sequentially as described above. Although various embodi-
ments have been described as having particular features and/
or combinations of components, other embodiments are pos-
sible having any combination or sub-combination of any
features and/or components from any of the embodiments
described herein.

What is claimed is:

1. A non-transitory processor-readable medium storing
code representing instructions to be executed by a processor,
the code comprising code to cause the processor to:

receive an indication of an entity accessing a first network

location at a first time, the first network location being
preselected as associated with forced web traffic pat-
terns;

filter data associated with the entity for a first predefined

time period in response to receiving the indication of the
entity accessing the first network location;

receiving an indication of the entity accessing a second

network location at a second time before an end of the
first predefined time period, the second network location
being preselected as associated with forced web traffic
patterns; and

filter data associated with the entity for a second predefined

time period in response to receiving the indication of the
entity accessing the second network location, an end of
the second predefined time period being after the end of
the first predefined time period.

2. The non-transitory processor-readable medium of claim
1, the code to cause the processor to filter data associated with
the entity for the second predefined time period includes code
to cause the processor to:

send a signal to stop a counter of a number of accesses by

the entity to any of a plurality of network locations, the
plurality of network locations being preselected as asso-
ciated with forced web traffic patterns and including the
first network location and the second network location.

3. The non-transitory processor-readable medium of claim

1, the code further comprising code to cause the processor to:
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receive indication of a new forced web traffic pattern; and

modify the filtering of data associated with the entity for
the first predefined time period in response to receiving
the new forced web traffic pattern.

4. The non-transitory processor-readable medium of claim

1, wherein the entity is associated with at least one of a
spyware or a virus.

5. The non-transitory processor-readable medium of claim
1, wherein at least one of (1) the forced web traffic pattern
associated with the first network location, (2) the forced web
traffic pattern associated with the second network location, or
(3) the new forced web traffic pattern, includes a temporary
period of forced web traffic, the code further comprising code
to cause the processor to:

modify the filtering of data associated with the entity for
the first predefined time period to filter data associated
with the entity during the temporary period of forced
web traffic.

6. The non-transitory processor-readable medium of claim

1, wherein the data associated with the entity includes bid
requests received in an online real-time bidding auction.

7. The non-transitory processor-readable medium of claim
1, wherein:

the code to cause the processor to filter data associated with
the entity for the first predefined time period includes
data from the first network location and data from a third
network location not being preselected as being associ-
ated with forced web traffic patterns.

8. The non-transitory processor-readable medium of claim

1, wherein:

a plurality of network locations are preselected as being
associated with forced web traffic patterns, the plurality
of'network locations including the first network location
and the second network location,

the code to cause the processor to filter data associated with
the entity for the first predefined time period includes
data from the first network location and data from a third
network location not included within the plurality of
network locations preselected as being associated with
forced web traffic patterns,

the data from the third network location being produced in
response to the entity accessing the third network loca-
tion.

9. The non-transitory processor-readable medium of claim

1, wherein:

the code to cause the processor to filter data associated with
the entity for a first predefined time period includes code
to cause the processor to:
receive data associated with the entity during the first

predefined time period; and
delete a first datum associated with forced web traffic;
and

the code to cause the processor to filter data associated with
the entity for a second predefined time period includes
code to cause the processor to:
receive data associated with the entity during the second

predefined time period; and
delete a second datum associated with forced web traf-
fic.

10. A non-transitory processor-readable medium storing
code representing instructions to be executed by a processor,
the code comprising code to cause the processor to:

receive a first datum associated with an access by an entity
to a first network location being preselected as associ-
ated with forced web traffic patterns;
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send a first signal to filter data associated with the entity for
a first predefined time period based, at least in part, on
the first datum;

receive a second datum associated with an access by the

entity to a website location during the first predefined
time period, the website location being preselected as
associated with forced web traffic patterns;

and

send a second signal to filter data associated with the entity

for a second predefined time period based, at least in
part, on the second datum, an end time of the second
predefined time period being after an end time of the first
predefined time period.

11. The non-transitory processor-readable medium of
claim 10, wherein a length of the first predefined time period
equals a length of the second predefined time period.

12. The non-transitory processor-readable medium of
claim 10, wherein the entity is associated with at least one of
a spyware or a virus.

13. The non-transitory processor-readable medium of
claim 10, the code to cause the processor to send the second
signal to filter data associated with the entity for the second
predefined time period includes code to cause the processor
to:

send a signal to stop a counter of a number of accesses by

the entity to any of a plurality of network locations, the
plurality of network locations being preselected as being
associated with forced web traffic and including the first
network location and the website location.

14. The non-transitory processor-readable medium of
claim 10, the code further comprising code to cause the pro-
cessor to:

send a signal to stop filtering data associated with the entity

after the end time of the second predetermined time
period in response to not receiving a datum associated
with an access by the entity to any of a plurality of
network locations, the plurality of network locations
being preselected as associated with forced web traffic
and including the first network location and the website
location; and

send a signal to start a counter of number of accesses by the

entity to any of the plurality of network locations.

15. The non-transitory processor-readable medium of
claim 10, wherein the data associated with the entity includes
bid requests received in an online real-time bidding auction.

16. The non-transitory processor-readable medium of
claim 10, wherein:

the first signal is a signal to remove a third datum from data

associated with the entity, the third datum associated
with forced web traffic; and

the second signal is a signal to remove a fourth datum

associated with forced web traffic from data associated
with the entity, the fourth datum associated with forced
web traffic.

17. The non-transitory processor-readable medium of
claim 10, further comprising code to cause the processor to:

send a signal to stop filtering data associated with the entity

after the end time of the second predetermined time
period in response to not receiving a datum associated
with an access by the entity to any of a plurality of
network locations preselected as being associated with
forced web traffic patterns, the plurality of network loca-
tions including the first network location and the second
network location.

18. A non-transitory processor-readable medium storing
code representing instructions to be executed by a processor,
the code comprising code to cause the processor to:
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receive data associated with an access by an entity to a
network location from a plurality of network locations
during a first predefined time period, the plurality of
network locations being preselected as being associated
with forced web traffic patterns;

define a model of behavior for the entity based, at least in
part, on the data;

send a signal to filter data associated with the entity for a
second predefined time period based, at least in part, on
the model of behavior of the entity and when the model
of'behavior indicates that the entity accessed at least one
network location from the plurality of network locations
during the first predefined time period, an end time of the
second predefined time period being after an end time of
the first predefined time period; and

send a signal to stop filtering data associated with the entity
based, at least in part, on the model of behavior of the
entity and when the model of behaviors indicates that the
entity did not access at least one network location from
the plurality of network locations during the second
predefined time period.

19. The non-transitory processor-readable medium of
claim 18, wherein the code to send the signal to filter includes
code to send the signal filter based on simultaneous multiple
access to a network location from the plurality of network
locations by a plurality of entities.

20. The non-transitory processor-readable medium of
claim 18, wherein the network location is a first network
location, the code further comprising code to cause the pro-
cessor to:

receive data associated with an access to a second network
location by the entity, during the first predefined time
period, the second network location not included within
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the plurality of network locations preselected as being
associated with forced web traffic patterns; and
define the model of behavior for the entity based, at least in
part, on the data associated with the access to the second
5 network location by the entity.

21. The non-transitory processor-readable medium of
claim 18, the code further comprising code to cause the pro-
cessor to:

define a forced web traffic pattern based, at least in part, on

the model of behavior of the entity, the code to cause the
processor to send the signal to filter being code to cause
the processor to filter based on the forced web traffic
pattern.

22. The non-transitory processor-readable medium of
15 claim 21, wherein:

the entity is a first entity,

the code to cause the processor to send the signal to filter is

code to cause the processor to filter based on a plurality
of forced web traffic patterns that includes the forced
web traffic pattern,

the plurality of forced web traffic patterns are based, at least

in part, on a plurality of models of behavior of a plurality
of entities, each model of behavior being associated with
an entity from the plurality of entities, the plurality of
entities including the first entity, the plurality of models
of behavior including the model of behavior for the first
entity.

23. The non-transitory processor-readable medium of
claim 18, wherein the signal to filter data associated with the
entity for the second predefined time period is a signal to
delete a datum associated with forced web traffic from data
associated with the entity.
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